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Text and Data Mining

Scientific text mining works and provide valuable results
But most of the tools are not on the desk of common scientists
TDM is very costly, hard to use, knowledge intensive, legally 
complex: need to democratize TDM



Large-scale Scientific TDMs

The core issue of TDM is automatic extraction of knowledge 
from scientific data 
➡ from scientific documents in particular for text mining 
TDM aims at answering research questions, thus addressing 
the largest possible relevant corpus
➡ Issue of scaling: we don’t have reliable metadata, we don’t 

have reliable content (PDF), we don’t have homogeneous 
data schema, etc.



Scientific TDM: issues

Difficulty to exploit PDF format
➡ Modern text mining methods require “clean” full text and 

reliable metadata
➡ ~91% ISTEX full texts only available in PDF
➡ Native publisher XML, when available, very heterogeneous 

and incomplete
➡ Incomplete, inaccurate, poorly formatted metadata is the 

standard



ISTEX: French national project, 55M euros investment
➡ 18 millions articles purchased from the main publishers  
➡ Common licensing and platform for public research and 

education institutions in France
➡ Licensing including full text access and TDM
➡ Purchase of PDF, publisher metadata and full texts in XML 

when available
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“Converting PDF to XML is a bit like converting hamburgers into cows.”

Michael Kay (http://lists.xml.org/archives/xml-dev/200607/msg00509.html) Inspired from: Duncan Hull

from PDF to TEI ?

http://lists.xml.org/archives/xml-dev/200607/msg00509.html
http://lists.xml.org/archives/xml-dev/200607/msg00509.html


GROBID = automatic structuring of 
PDF documents

http://grobid.science-miner.com 

Machine learning, not a single hand-crafted rule
Open source Apache 2

http://grobid.science-miner.com
http://grobid.science-miner.com


Accuracy and scaling

Evaluation on 26 000 PDF, 92% header metadata extraction, 
83.9% perfect citable data - Mendeley (2015)
ISTEX (18M publisher articles): 
➡ 75% perfectly recognized bibliographical references, up to 

90% for article after 2000
➡ 1 million PDF processed en 24h (Xeon 10 CPU, 10 GB 

memory, 3GB used in average, 9 threads) - 11,5 PDF/s
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Figure and table extraction with 
GROBID

https://www.researchgate.net 

https://www.researchgate.net/profile/Laurent_Romary
https://www.researchgate.net/profile/Laurent_Romary




Automatically enrich PDF with 
structural annotations



Semantic content enrichment

Issues: 
➡ we don’t have homogeneous data schema, taxonomy, 

etc. 
➡ we have very few classification information at article 

level
Fully automatic content extraction/classification techniques: 
➡ Usage of Wikipedia/Wikidata
➡ Usage of specialized scientific knowledge bases



Semantic content enrichment

http://nerd.science-miner.com

http://keyterm.science-miner.com
http://keyterm.science-miner.com


Semantic content enrichment



Demo: http://keyterm.science-miner.com

http://keyterm.science-miner.com
http://keyterm.science-miner.com


Semantic content enrichment
Demo: http://traces1.saclay.inria.fr/inria

http://keyterm.science-miner.com
http://keyterm.science-miner.com


Semantic content enrichment



Semantic content enrichment



Query disambiguation



TDM: opportunity of new activities for information 
scientists

Imagine new workflows and applications integrating 
these techniques

Curation of research data 

Curation of training data for data structuring
➡ Training data is the new oil !

Testing and evaluating the tools   
➡ independent tests, benchmarking
➡ end-to-end tests
➡ A/B tests and testing methodologies



Tools & Demos

GROBID: https://github.com/kermitt2/grobid 
➡ demo: http://grobid.science-miner.com

GROBID-Quantity: https://github.com/kermitt2/grobid-quantities 
➡ demo: http://quantity.science-miner.com

(N)ERD: https://github.com/kermitt2/grobid-ner (partial!)
➡ demo: http://nerd.science-miner.com

Keyterm extraction: not yet on GitHub 
➡ demo: http://keyterm.science-miner.com

anHALytics: https://github.com/anHALytics
➡ demo: http://traces1.saclay.inria.fr/Inria

https://github.com/kermitt2/grobid-ner
https://github.com/kermitt2/grobid-ner
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Identification and normalization of 
physical measures

http://quantity.science-miner.com

http://keyterm.science-miner.com
http://keyterm.science-miner.com


Identification and normalization of 
physical measures



Identification and normalization of 
physical measures



Searching quantities



Recognition of astronomical entities


